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                                           Linear Independence 

 

Given a set of vectors 𝑣1, … 𝑣𝑛 in a vector space 𝑉, we know that: 

Span(𝑣1, … , 𝑣𝑛) = {𝛼1𝑣1 + ⋯ + 𝛼𝑛𝑣𝑛, 𝛼𝑖 ∈ ℝ} = 𝑊 is a subspace of 𝑉. 

 

However, it might not be necessary to have all of the vectors  𝑣1, 𝑣2, … , 𝑣𝑛  to 

span 𝑊. It's often useful to know the minimum number of vectors needed to span 

a vector space. 

 

Ex. Let 𝑣1 = < 1, 0, 0 >, 𝑣2 = < 0, 1, 0 >, 𝑣3 = < 2, 5, 0 >.  Show that the 

          Span {𝑣1, 𝑣2, 𝑣3}  = Span {𝑣1, 𝑣2}. 

 

Notice that we can write 𝑣3 as a linear combination of 𝑣1 and 𝑣2: 

                                                𝑣3 = 2𝑣1 + 5𝑣2 

 

Thus any vector 𝑤 that can be created as a linear combination of 𝑣1, 𝑣2, 𝑣3 

 

𝑤 = 𝛼1𝑣1 + 𝛼2𝑣2 + 𝛼3𝑣3 

 

can also be created as a linear combination of just 𝑣1 and 𝑣2: 

 

𝑤 = 𝛽1𝑣1 + 𝛽2𝑣2. 

 

For example, let's say: 

𝑤 = 3𝑣1 + 2𝑣2 + 4𝑣3. 
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Since we know 𝑣3 = 2 𝑣1 + 5 𝑣2, we have: 

          𝑤 = 3𝑣1 + 2𝑣2 + 4𝑣3 = 3𝑣1 + 2𝑣2 + 4(2 𝑣1 + 5 𝑣2) 

                          𝑤 = 3𝑣1 + 2𝑣2 + 8𝑣1 + 20 𝑣2 = 11 𝑣1 + 22 𝑣2. 

 

Whenever one vector, 𝑤, can be written as a linear combination of other vectors, 

𝑣1, 𝑣2, … , 𝑣𝑛, we say the vectors  𝑣1, 𝑣2, … , 𝑣𝑛, 𝑤 are linearly dependent. 

 

A set of vectors 𝑣1, … , 𝑣𝑛 are said to be linearly independent if: 

𝑐1𝑣1 + 𝑐2𝑣2 + … + 𝑐𝑛𝑣𝑛 = 0 

 

implies that:     𝑐1 = 𝑐2 = 𝑐3 = ⋯ = 𝑐𝑛 = 0. 

 

Notice that if a set of vectors 𝑣1, 𝑣2, … , 𝑣𝑛 are linearly dependent, at least one 

vector can be written as a linear combination of the other vectors.     

Let’s assume that 𝑣1 can be written as a linear combination of 𝑣2, … , 𝑣𝑛, that is: 

                 𝑣1 = 𝑐2𝑣2 + 𝑐3𝑣3 + ⋯ + 𝑐𝑛𝑣𝑛 ;  where not all of the 𝑐𝑖′𝑠 are 0.  

 

But that means that: 

             𝑐2𝑣2 + 𝑐3𝑣3 + ⋯ + 𝑐𝑛𝑣𝑛 − 𝑣1 = 0;  where not all of the 𝑐𝑖′𝑠 are 0.  

 

Hence if the set of vectors 𝑣1, 𝑣2, … , 𝑣𝑛 are linearly dependent, then they can’t 

be linearly independent. 

 

Conversely, if a set of vectors is linearly independent then they can’t be linearly 

dependent since if they were linearly dependent we could find a set of 𝑐𝑖′𝑠, not all 

0 such that 𝑐1𝑣1 + 𝑐2𝑣2 + ⋯ + 𝑐𝑛𝑣𝑛 = 0. 
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If 𝑣1, 𝑣2, … , 𝑣𝑛 are linearly dependent, then some vector in this set, say 𝑣𝑖  can be 

written as a linear combination of the other vectors.  Thus 

                𝑠𝑝𝑎𝑛{𝑣1, 𝑣2, … , 𝑣𝑖−1, 𝑣𝑖+1, … , 𝑣𝑛} = 𝑠𝑝𝑎𝑛{𝑣1, 𝑣2, … , 𝑣𝑛}. 

That is, including 𝑣𝑖 in the spanning set doesn’t increase the span of the vectors.  

 

Thus the minimal set of vectors that spans a given finite dimensional vector space 

generated by 𝑣1, … , 𝑣𝑛 must be linearly independent. 

 

Ex.  Show that the vectors 𝑣1 =< 1, 1, 0 > ,   𝑣2 =< 1, 0, 1 >,  and 𝑣3 =< 0,1,1 > 

are linearly independent in the vector space ℝ3 (we will always assume that the 

vector space ℝ𝑛 has the standard vector addition and scalar multiplication unless 

otherwise stated). 

 

     We work from the definition of linearly independence.  So assume the there 

     are 𝑐𝑖
′𝑠 such that  

                                       𝑐1𝑣1 + 𝑐2𝑣2 + 𝑐3𝑣3 = 0;      𝑐𝑖 ∈ ℝ 

     and let’s show that 𝑐1 = 𝑐2 = 𝑐3 = 0.  

 

                   𝑐1 < 1, 1, 0 > +𝑐2 < 1, 0, 1 > +𝑐3 < 0, 1, 1 >=< 0,0,0 > 

                                             < 𝑐1 + 𝑐2,   𝑐1 + 𝑐3,   𝑐2 + 𝑐3 >=< 0,0,0 >. 

 

                     ⟹                                         𝑐1 + 𝑐2         = 0    

                                                               𝑐1 +        𝑐3 = 0    

                                                                       𝑐2 + 𝑐3 = 0.    

Subtracting equation one from equation two we get: 

                                                                   𝑐1 + 𝑐2         = 0    

                                                                   −𝑐2 + 𝑐3 = 0    

                                                                      𝑐2 + 𝑐3 = 0. 
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By adding equation two to equation three we see that 𝑐3 = 0. 

From equation two we see that if 𝑐3 = 0 then 𝑐2 = 0. 

From equation one we see that if 𝑐2 = 0 then 𝑐1 = 0. 

Hence 𝑐1 = 𝑐2 = 𝑐3 = 0 and the three vectors are linearly independent. 

 

Ex.  Show the vectors 𝑣1 =< 2, 1, 1 >, 𝑣2 =< −1, 2, 1 >,  and  𝑣3 =< 1,8,5 > 

       are linearly dependent in ℝ3. 

 

We must show that we can find 𝑐1, 𝑐2, 𝑐3, not all zero such that: 

                          𝑐1𝑣1 + 𝑐2𝑣2 + 𝑐3𝑣3 = 0;      𝑐𝑖 ∈ ℝ . 

     

               𝑐1 < 2, 1, 1 > +𝑐2 < −1, 2, 1 > +𝑐3 < 1,8,5 > =< 0,0,0 >     

     < 2𝑐1 − 𝑐2 + 𝑐3,   (𝑐1 + 2𝑐2 + 8𝑐3), 𝑐1 + 𝑐2 + 5𝑐3 >=< 0,0,0 >. 

    

Equating the components we get: 

                                            2𝑐1 − 𝑐2 + 𝑐3 = 0 

                                          𝑐1 + 2𝑐2 + 8𝑐3 = 0 

                                             𝑐1 + 𝑐2 + 5𝑐3 = 0. 

 

Let’s start by rearranging the order of the equations so we have 𝑐1 with a 

coefficient of 1. 

                                             𝑐1 + 2𝑐2 + 8𝑐3 = 0 

                                             𝑐1 +    𝑐2 + 5𝑐3 = 0 

                                            2𝑐1 −   𝑐2 +  𝑐3 = 0. 
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Subtract equation one from equation two and subtract 2 times equation one from 

equation three: 

                                            𝑐1 + 2𝑐2 +   8𝑐3 = 0 

                                                 −𝑐2 −   3𝑐3 = 0    

                                              −5𝑐2 − 15𝑐3 = 0. 

      

Multiply equation two by −1: 

                                            𝑐1 + 2𝑐2 +  8𝑐3 = 0 

                                                   𝑐2 +   3𝑐3 = 0    

                                             −5𝑐2 − 15𝑐3 = 0. 

 

Subtract 2 times equation two from equation one and add 5 times equation two 

to equation three: 

                                             𝑐1 +          2𝑐3 = 0 

                                                   𝑐2 + 3𝑐3 = 0 

                                                                0 = 0. 

 

Now solve for 𝑐1 and 𝑐2 in terms of 𝑐3: 

                                                               𝑐1 = −2𝑐3 

                                                           𝑐2 = −3𝑐3. 

 

Thus for any real number 𝑐3, we can choose 𝑐1 = −2𝑐3 and 𝑐2 = −3𝑐3. 

For example, if 𝑐3 = 1 then 𝑐1 = −2 and 𝑐2 = −3  and  

                                                      −2𝑣1 − 3𝑣2 + 𝑣3 =< 0,0,0 >;      

      −2 < 2, 1, 1 > −3 < −1, 2, 1 > +< 1, 8, 5 >=< 0,0,0 >.   
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If instead we had chosen 𝑐3 = −2, then 𝑐1 = 4 and 𝑐2 = 6 and  

         4 < 2, 1, 1 > +6 < −1, 2, 1 > −2 < 1, 8, 5 >=< 0,0,0 >. 

 

Hence the vectors 𝑣1 =< 2, 1, 1 >, 𝑣2 =< −1, 2, 1 >,  and  𝑣3 =< 1,8,5 >  are 

linearly dependent in ℝ3 

 

Ex.   Determine whether the following vectors are linearly independent in 𝑃2(ℝ): 

        a.      𝑥2 + 1,    𝑥 + 1,    𝑥2 + 𝑥. 

        b.     2𝑥2 + 𝑥 + 1,   − 𝑥2 + 2𝑥 + 1,    𝑥2 + 8𝑥 + 5. 

 

 

a.         𝑐1(𝑥2 + 1) + 𝑐2(𝑥 + 1) + 𝑐3(𝑥2 + 𝑥) = 0 

            (𝑐1 + 𝑐3)𝑥2 + (𝑐2 + 𝑐3)𝑥 + (𝑐1 + 𝑐2) = 0 

 

         So we must have the coefficients of 𝑥2, 𝑥 and the constant term equal 0: 

                                        𝑐1 +       𝑐3 = 0 

                                             𝑐2 + 𝑐3 = 0 

                                     𝑐1 + 𝑐2          = 0. 

 

 Notice these are the same equations we got when we showed the vectors                      

< 1, 1 , 0 >, < 1, 0, 1 >,  and < 0,1,1 > were linearly independent in ℝ3 (it’s no 

accident that these are the same equations).  Thus 𝑐1 = 𝑐2 = 𝑐3 = 0 and 𝑥2 + 1,                       

𝑥 + 1, and  𝑥2 + 𝑥 are linearly independent in 𝑃2(ℝ). 
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b.           𝑐1(2𝑥2 + 𝑥 + 1) + 𝑐2(−𝑥2 + 2𝑥 + 1) + 𝑐3(𝑥2 + 8𝑥 + 5) = 0 

             (2𝑐1 − 𝑐2 + 𝑐3)𝑥2 + (𝑐1 + 2𝑐2 + 8𝑐3)𝑥 + (𝑐1 + 𝑐2 + 5𝑐3) = 0. 

 

Equating the coeffiecients of 𝑥2, 𝑥, and the constant term we have: 

                                           2𝑐1 − 𝑐2 +  𝑐3 = 0 

                                        𝑐1 + 2𝑐2 + 8𝑐3 = 0     

                                         𝑐1 +  𝑐2 +  5𝑐3 = 0. 

 

But these are the equations we got when we showed that the vectors < 2, 1, 1 >,     

< −1, 2, 1 > and < 1,8,5 >  were linearly dependent in ℝ3.  

 

 Thus for any real number 𝑐3, if we let 𝑐1 = −2𝑐3  and 𝑐2 = −3𝑐3 then 

      𝑐1(2𝑥2 + 𝑥 + 1) + 𝑐2(−𝑥2 + 2𝑥 + 1) + 𝑐3(𝑥2 + 8𝑥 + 5) = 0. 

 

For example, if 𝑐3 = 1, then 𝑐1 = −2  and  𝑐2 = −3 and 

        −2(2𝑥2 + 𝑥 + 1) − 3(−𝑥2 + 2𝑥 + 1) + 1(𝑥2 + 8𝑥 + 5) = 0. 

 

Thus the polynomials  2𝑥2 + 𝑥 + 1,   − 𝑥2 + 2𝑥 + 1,    𝑥2 + 8𝑥 + 5  are 

linearly dependent in 𝑃2(ℝ). 
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Ex.  Determine whether the following vectors are linearly independent in 

       𝑀2×2(ℝ): 

a.     [
1 0
0 1

],    [
0 0
0 1

],   [
0 0
2 1

] 

b.     [
1 0
0 1

],    [
0 0
1 0

],   [
3 0
4 3

]    

 

a.     𝑐1 [
1 0
0 1

] + 𝑐2 [
0 0
0 1

] + 𝑐3 [
0 0
2 1

] = [
0 0
0 0

]  

 

 [
𝑐1 0
0 𝑐1

] + [
0 0
0 𝑐2

] + [
0 0

2𝑐3 𝑐3
] = [

0 0
0 0

] 

 

                          [
𝑐1 0

2𝑐3 𝑐1 + 𝑐2+𝑐3
] = [

0 0
0 0

].  

 
 
 

Equating the entries we get: 

                                          𝑐1                    = 0 
                         2𝑐3  = 0 

                                            𝑐1 + 𝑐2 + 𝑐3 = 0. 
 

 
The only solution is 𝑐1 = 𝑐2 = 𝑐3 = 0, so the vectors are 
linearly independent. 
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b.     𝑐1 [
1 0
0 1

] + 𝑐2 [
0 0
1 0

] + 𝑐3 [
3 0
4 3

] = [
0 0
0 0

] 

 

     [
𝑐1 0
0 𝑐1

] + [
0 0
𝑐2 0

] + [
3𝑐3 0
4𝑐3 3𝑐3

] = [
0 0
0 0

] 

 

                            [
𝑐1 + 3𝑐3 0
𝑐2 + 4𝑐3 𝑐1 + 3𝑐3

] = [
0 0
0 0

]. 

 
 
   Equating the entries we get: 

                                                   𝑐1 +          3𝑐3 = 0 

                                                        𝑐2 + 4𝑐3 = 0 

                                                𝑐1 +          3𝑐3 = 0.  

 

                 Subtracting equation one from equation three we get: 

                                                     𝑐1 +          3𝑐3 = 0 

                                                          𝑐2 + 4𝑐3 = 0 

                                                                       0 = 0.  

 

                  Thus for any value of 𝑐3,   𝑐1 = −3𝑐3  and   𝑐2 = −4𝑐3 and  

                    −3𝑐3 [
1 0
0 1

] − 4𝑐3 [
0 0
1 0

] + 𝑐3 [
3 0
4 3

] = [
0 0
0 0

] .  

 

 

                 Thus  [
1 0
0 1

],    [
0 0
1 0

],   [
3 0
4 3

]   are linearly dependent in 𝑀2×2(ℝ).      
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Theorem:  Let 𝑉 be a vector space, and let 𝑆1 ⊆ 𝑆2 ⊆ 𝑉.  If 𝑆1 is linearly 

                    dependent then so is 𝑆2 . 

 

Proof:  By definition of linear dependence there exist real numbers 𝑐1, … , 𝑐𝑛, not 

             all zero such that   𝑐1𝑣1 + 𝑐2𝑣2 + … + 𝑐𝑛𝑣𝑛 = 0 for 𝑆1 = {𝑣1, … , 𝑣𝑛}.  

 

             Suppose 𝑆2 = {𝑣1, … , 𝑣𝑛, 𝑣𝑛+1, … , 𝑣𝑛+𝑚}.  

 

             If we take 𝑐𝑛+1, … , 𝑐𝑛+𝑚 = 0 then 

               𝑐1𝑣1 + 𝑐2𝑣2 + … + 𝑐𝑛𝑣𝑛 + 𝑐𝑛+1𝑣𝑛+1 + ⋯ + 𝑐𝑛+𝑚𝑣𝑛+𝑚 

                                           = 𝑐1𝑣1 + 𝑐2𝑣2 + … + 𝑐𝑛𝑣𝑛 

                                           = 0 

               where 𝑐1, … , 𝑐𝑛+𝑚  are not all zero.  

 

               Thus 𝑆2 is linearly dependent. 

 

 

Corollary:   Let 𝑉 be a vector space, and let 𝑆1 ⊆ 𝑆2 ⊆ 𝑉.  If 𝑆2 is linearly  

                    independent, then 𝑆1 is linearly independent. 

 

Proof:   Suppose that 𝑆1 is linearly dependent. 

               Then by the previous theorem 𝑆2 must be linearly dependent, which is a 

               contradiction.  Thus 𝑆1 is linearly independent. 

 



11 
 

Theorem:  Let 𝑆 be a linearly independent subset of a vector space 𝑉, and let     

                   𝑣 ∈ 𝑉 that is not in 𝑆.  Then 𝑆 ∪ {𝑣} is linearly dependent if and only if  

                   𝑣 ∈ 𝑠𝑝𝑎𝑛(𝑆). 

 

 

Proof:  If 𝑆 ∪ {𝑣} is dependent then there are vectors 𝑣1, … , 𝑣𝑛 ∈ 𝑆 ∪ {𝑣} such  

             that:           𝑎1𝑣1 + ⋯ + 𝑎𝑛𝑣𝑛 = 0  for nonzero real numbers 𝑎1, … , 𝑎𝑛.  

 

             Since 𝑆 is linearly independent, one of the 𝑣𝑖′𝑠 must be 𝑣. 

              Let’s say 𝑣1 = 𝑣, then 

                               𝑎1𝑣 + ⋯ + 𝑎𝑛𝑣𝑛 = 0    and 

                                    𝑣 = −
1

𝑎1
(𝑎2𝑣2 + ⋯ + 𝑎𝑛𝑣𝑛). 

                Thus 𝑣 ∈ 𝑠𝑝𝑎𝑛(𝑆). 

 

                 Now assume that 𝑣 ∈ 𝑠𝑝𝑎𝑛(𝑆) and let’s show that 𝑆 ∪ {𝑣} is linearly  

                 dependent. 

                 Since 𝑣 ∈ 𝑠𝑝𝑎𝑛(𝑆) there exist vectors 𝑣1, … , 𝑣𝑚 ∈ 𝑆 such that 

                                           𝑣 = 𝑏1𝑣1 + ⋯ + 𝑏𝑚𝑣𝑚. 

                  Hence we have: 

                                            0 = 𝑏1𝑣1 + ⋯ + 𝑏𝑚𝑣𝑚 − 𝑣.  

 

                   Since 𝑣 ≠ 𝑣𝑖  for 𝑖 = 1, … , 𝑚 the coefficient of 𝑣 on the RHS is nonzero, 

                   So the set {𝑣1, … , 𝑣𝑛, 𝑣} is linearly dependent. 

 

                   Since  {𝑣1, … , 𝑣𝑛, 𝑣} ⊆ 𝑆 ∪ {𝑣},    𝑆 ∪ {𝑣} is linearly dependent. 


